
Shared Task on Sentiment Analysis in Indian Languages
(SAIL) Tweets - An Overview

Braja Gopal Patra1, Dipankar Das1, Amitava Das2, and Rajendra Prasath3(✉)

1 Department of Computer Science and Engineering,
Jadavpur University, Kolkata, India

{brajagopal.cse,dipankar.dipnil2005}@gmail.com
2 Department of Computer Science and Engineering,

IIIT, Sri City, Chittoor, India
amitava.santu@gmail.com

3 University College Cork - National University of Ireland,
Cork, Ireland

drrprasath@gmail.com

Abstract. Sentiment Analysis in Twitter has been considered as a vital task for
a decade from various academic and commercial perspectives. Several works
have been performed on Twitter sentiment analysis or opinion mining for English
in contrast to the Indian languages. Here, we summarize the objectives and eval‐
uation of the sentiment analysis task in tweets for three Indian languages namely
Bengali, Hindi and Tamil. This is the first attempt to sentiment analysis task in
the context of Indian language tweets. The main objective of this task was to
classify the tweets into positive, negative and neutral polarity. For training and
testing purpose, the tweets from each language were provided. Each of the partic‐
ipating teams was asked to submit two systems, constrained and unconstrained
systems for each of the languages. We ranked the systems based on the accuracy
of the systems. Total of six teams submitted the results and the maximum accuracy
achieved for Bengali, Hindi and Tamil are 43.2 %, 55.67 %, and 39.28 % respec‐
tively.
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1 Introduction

Sentiment Analysis or Opinion Mining from electronic texts is a hard semantic
disambiguation problem [1]. Sentiment analysis refers to the process of identifying
the subjective responses or opinions about a specific topic. It is observed that senti‐
ment analysis has become a main stream research during the last two decades with
an immense possibility from the perspectives of both industry and academia [5].
Sentiment analysis task has been performed on English [6–8] as well as on Indian
languages [3, 4] for the plain texts.
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On the other hand, the evolution of social media texts such as blogs, micro-blogs
(e.g., Twitter), and chats (e.g., Facebook messages) has created not only many new
opportunities for information access and language technology, but also many new chal‐
lenges, making it one of the prime present-day research areas1. In case of social texts,
the presence of misspellings, poor grammatical structure, emoticons, acronyms, and
slang are very common and thus, making the task of sentiment analysis from these texts
more difficult. Sentiment analysis becomes more challenging in case of the Twitter text
when people try to project their sentiment using only 140 characters. Indeed sentiment
analysis on social media text is a hot research discipline in present days, but most of the
efforts so far have been made on English. Tasks like sentiment analysis in tweets [8],
classifying figurative tweets [6], strength of the sentiment in figurative tweets [7] have
been performed in English.

The shared task: Sentiment Analysis in Indian Language tweets (SAIL-2015) patron‐
izes the Indian researchers to work on automatic sentiment analysis for their own
languages by providing them relevant data. Prime motivation of the SAIL-2015 is to
gather researchers, experts and practitioners together to discuss, collaborate and instigate
the sentiment analysis research particularly for Indian languages, which involves
resource creation, sharing and future collaboration. In this task, we, the organizers
provide tweets for three Indian languages namely Bengali, Hindi and Tamil annotated
with positive, negative and neural polarity. The main objective of this task is to classify
the tweets into positive, negative and neutral categories.

In the remainder of this paper, we described the sentiment analysis task and the
process of creating training and test data for three languages in Sect. 2. In Sect. 3, we
presented the results of the participating systems and also analyzed their contributing
features and results. Finally, we concluded our study with future steps and work in
Sect. 4.

2 Task Description and Data Preparation

2.1 Task Description

Here, we describe the shared task of SAIL-2015. Given a tweet, the participants are
asked to determine whether it expresses a positive or a negative or a neutral sentiment.
If any tweet expresses both positive and negative sentiment, then the stronger one should
be chosen. We asked the participants to submit two systems for each of the languages
namely constrained and unconstrained systems. In case of the constrained system, the
participants are only allowed to use corpus supplied by the organizers and at most the
SentiWordNet for Indian languages by Das and Bandyopadhyay [1]. No external
resource is allowed to develop or be used for the constrained systems. In contrast, the
unconstrained system, the participants were allowed to use any external resource (POS
tagger, NER, Parser, and additional data) to train their system and they have to mention
those resources explicitly in their task reports, accordingly.

1 http://amitavadas.com/SAIL/index.html.
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2.2 Dataset

We collected the training and test datasets from Twitter over a period of three months.
It is difficult to search tweets, specifically in Bengali or Hindi or Tamil. Therefore, we
followed an interesting approach to collect the training and test data. First, we collected
the monolingual corpus for each of the languages manually on different topics. Then,
we removed the stop words and prepared a word frequency list. We searched each of
the words exists in the frequency list in Twitter and collected the maximum of 2000
tweets for each of the words. We used the TWITTER4J2, a Java implementation of
Twitter API to download the tweets. The duplicate tweets were removed and the statis‐
tics of the training and test dataset are given in Table 1. We also counted the number of
smiles or emoticons in each of the classes after normalizing them. For example, we
normalized the happy smiley having multiple brackets, i.e. we converted ‘:)))))))))’ to :).
The statistics of the smiley for each of the classes separately is given in Table 2. We can
observe that the usage of smiley is more in case of Tamil compared to Bengali and Hindi.

The undergraduate students annotated these data voluntarily. The annotators are the
native speakers of the above mentioned languages. We employed 12, 4 and 2 annotators
for annotating the Bengali, Hindi and Tamil language tweets, respectively. Examples
from each of the languages are given in Fig. 1.

Table 1. Data statistics

Positive Negative Neutral Total
Bengali Training 277 354 368     999

Test 213 151 135     499
Hindi Training 168 559 494 1221

Test 166 251     50     467
Tamil Training 387 316 400 1103

Test 208 158 194     560

Table 2. Smiley count for each class

Training Test
Positive Negative Neutral Positive Negative Neutral
+ve/− ve +ve/− ve +ve/− ve +ve/− ve +ve/− ve +ve/− ve

Bengali 21/0 10/15 14/4 18/9 10/15 10/10
Hindi 16/2 12/4 18/2 15/0     5/15     0/0
Tamil 24/3 10/7 28/6 22/8 15/9 12/0

2 http://twitter4j.org/en/index.html.
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3 Results and Discussion

3.1 Results

Initially, 21 teams from different institutes all over India have registered for the task and
finally, six teams succeeded to submit the results. We calculated the accuracy of the
positive, negative, neutral tweets individually as well as total with respect to different
teams for all the submitted systems. The team IDs and corresponding obtained results
are shown in Table 3.

Table 3. Results of each team as per evaluation criteria (B: Bengali, H: Hindi, T: Tamil, C:
Constrained, U: Unconstrained)

Team names Positive Negative Neutral Total accuracy
JUTeam_KS (B_C) 23.94 60.26 47.41 41.2
JUTeam_KS (B_U) 21.13 63.58 45.18 40.40
JUTeam_KS (H_C)     2.41 88.45 22.0 50.75
JUTeam_KS (H_U)     3.61 82.87 28.00 48.82
IIT-TUDA (B_C) 23.47 59.60 56.30 43.2
IIT-TUDA (B_U) 24.88 54.30 55.56 42.0
IITTUDA (H_C)     9.04 73.70 64.0 49.68
IITTUDA (H_U)     4.22 69.72 68.0 46.25
ISMD (H_C)     4.22 58.17 72.0 40.47
ISMD (H_U)     1.81 42.63 72.0 31.26
AmritaCENNLP (B_C) 27.23 65.56     0.0 31.4
AmritaCENNLP (H_C) 36.14 64.94     2.0 47.96
AmritaCENNLP (T_C) 57.77 40.51     0.52 32.32
AMRITA-CEN (B_C) 29.58 34.44 39.26 33.6
AMRITA-CEN (H_C) 45.79 57.37 80.0 55.67
AMRITA-CEN (T_C) 29.81 26.58 59.79 39.28
AMRITA (H_C) 17.47 54.59 68.0 42.83

4 B.G. Patra et al.

A
u

th
o

r 
P

ro
o

f



Fig. 1. Examples of Indian language tweets

3.2 Discussion

Total of four teams have submitted the results for Bengali. It is observed that the
maximum accuracy achieved for the Bengali language is 43.2 % by the team IIT-
TUDA. For Hindi, total six teams have submitted the results and among them
AMRITA-CEN achieved the maximum accuracy of 55.67 %. Only two teams have
submitted the results for Tamil language and AMRITA-CEN is achieved the maximum
accuracy of 39.28 %. Most of the teams used the SentiWordNet that was developed
in [1] for the constrained system. Teams have used the features like hash tags, re-
tweet, TF-IDF scores of n-grams, links, question marks, exclamatory marks, smiley
lists and SentiWordNet for the sentiment analysis task.

The teams have used several well-known supervised classification algorithms like
Decision Tree, Naïve Bayes, Multinomial Naïve Bayes and Support Vector Machines
(SVMs). We observed that, the accuracies of the unconstrained systems are less
compared to the constrained systems. The main reason may be the unavailability of basic
NLP tools like POS taggers and NER for Indian language tweets, specifically.

The accuracies of the systems for the Indian language tweets are less as compared
to the systems for English tweets as mentioned in [8]. The reason may be the scar‐
city of the sentiment lexicons for Indian languages tweets. However, a good number
of sentiment lexicons available for the Hindi, Bengali and Tamil, but these are
collected from the plain texts and not specialized for tweets. Because, in case of
tweets, there are many spelling variations, acronyms and emoticons that make the
sentiment analysis task more difficult and challenging as compared to other tasks on
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traditional sentiment analysis. It is also difficult to collect the monolingual Indian
language tweets as most of the cases the tweets are written using English alphabets
and sometime tweets are code mixed. The annotation of such monolingual tweets
based on sentiment expressions requires the involvement of manpower and time.

4 Conclusion and Future Work

We described the first shared task organized for the sentiment analysis of Indian
languages for Twitter data. This time, 21 teams have registered for the task and six teams
successfully submitted their results using different features and machine learning algo‐
rithms. In future, we will try to draw the attentions from more number of teams to
participate in this task. We hope this shared task will facilitate more research on the
sentiment analysis for Indian language tweets by focusing different research challenges
associated with it.

We are planning for a new edition of sentiment analysis task in Indian Languages
tweets in the coming year, where focus will be on the Code-Mixed tweets. We are also
planning to prepare data for classifying the figurative tweets for Indian Languages.
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