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Abstract

The paper discusses the practical applica-
bility of a Code-Mixing Index as a mea-
surement of the level of complexity and
mixing in texts written in several different
languages, and contrasts it to other ways
of measuring the complexity of texts. In
particular, we describe the application of
the proposed Index to corpora of code-
mixed Indian social media texts and com-
pare their complexity to social media texts
for other language pairs.

1 Introduction

Code-mixing and code-switching causes problems
for many language processing systems that are
based on particular language models. In order to
select the correct model for a particular text, the
language of the text is often assumed to be known
a priori. However, if the text consists of sections
written in several different languages, the model
selection process gets substantially more complex.

The style of writing and the concise texts in so-
cial media further complicate the issue. Longer
documents in other text genres tend to have fewer
code-switching points, that often are caused by
loan words or author shifts, and hence tend to
occur at the sentence level or higher (i.e., inter-
sentential switching). In contrast, code-switching
in social media texts is more commonly caused
by the writer (and reader) being bi- or multilin-
gual and thus simply swapping as effortlessly be-
tween the languages in writing as the same per-
son(s) would do when speaking. Notably, this type
of code-switching can often appear at the word
level, or even lower (i.e., word-internal).

Obviously, code-switching is more common in
geographical regions with a high percentage of
bilingual individuals, such as in Texas and Cali-
fornia in the US, Hongkong and Macao in China,

many European and African countries, and the
countries in South-East Asia. Multi-linguality
(and hence code-switching) is very common in In-
dia, that has close to 500 spoken languages (or
over 1600, on some accounts), with about 30 lan-
guages having more than 1 million speakers. Lan-
guage diversity and dialect changes trigger Indians
to frequently change and mix languages, in partic-
ular in speech and in social media contexts.

In the present paper, ‘code-mixing’ will be the
term mainly used for these type of phenomena
and in particular taken to refer to intra-sentential
switching, that is, to the cases where the language
change occurs inside a sentence. The term ‘code-
switching’ is equally common in the literature
(Auer, 1999; Muysken, 2000; Gafaranga and Tor-
ras, 2002; Bullock et al., 2014), but here we will
take it as specifically referring to inter-sentential
switching.

Previous work and the nature of code-mixing in
social media text will be the topic of the next sec-
tion. Section 3 then introduces the Code-Mixing
Index, while Section 4 shows how it can be ap-
plied in practice to give a measure of the level of
multilinguality in a corpus. Section 5 discusses
the implications of using this index and compares
it to some other ways of measuring the complexity
of texts. Finally, Section 6 sums up the paper and
gives suggestions for how the Code-Mixing Index
could be further extended and utilised.

2 Code-Switching in Social Media Text

Before turning to the topic of complexity of code-
mixing, we first briefly discuss studies on the
general characteristics of code-mixing and code-
switching in social media text, in particular the
types and the frequencies of code-mixing, the lan-
guage levels it appears at, and the reasons for it to
appear in the first place.

Regarding the language level, San (2009) re-
ports on a predominance of inter-sentential code-
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switching in blog posts and Hidayat (2012) simi-
larily claims intra-sentential switching to account
for 33% of the code-switching in Facebook mes-
sages, with 59% of the switching being inter-
sentential switching. In contrast, Das and Gam-
bäck (2014) report on code-switching in Facebook
messages by Indian students writing in mixed
English-Bengali or English-Hindi, and state that
intra-sentential switching accounts for 60 resp.
55% of the switching in those language pairs, with
inter-sentential switching only accounting for 32
resp. 37% of the code-switching.

Other studies have looked at code-mixing in dif-
ferent types of short texts, such as information re-
trieval queries (Gottron and Lipka, 2010) or short
text messages (Rosner and Farrugia, 2007). Lui
and Baldwin (2014) note that users that mix lan-
guages in their writing still tend to avoid code-
switching inside a specific Twitter message, a fact
that both Carter (2012) and Lignos and Marcus
(2013) utilize to investigate which language is the
dominant one in a specific message, with the eval-
uation taking place at the post (tweet) level. How-
ever, this is not the case for chat messages, as
indicated by the work of Nguyen and Doğruöz
(2013) on mixed Turkish-Dutch chat posts, as well
as by Das and Gambäck (2014) on Hindi/Bengali-
English Facebook chat groups.

There has also been work on analysing code-
switching in spoken language; however, this has
mainly been on artificially generated speech data
(Chan et al., 2009; Solorio et al., 2011; Weiner et
al., 2012), an exception being the small (129 intra-
sentential language switches) spoken Spanish-
English corpus introduced by Solorio and Liu
(2008).

Clearly, there are (almost) as many reasons
for why people code-switch as there are people
code-switching. However, several studies of code-
mixing in different type of social media texts in-
dicate that it primarily is triggered by a need
in the author to mark some in-group member-
ship. This conclusion was reached by Sotillo
(2012) and by Xochitiotzi Zarate (2010) who
both analysed English-Spanish short text mes-
sages; by Bock (2013) looking at chat messages
in English, Afrikaans and isiXhosa; by Shafie and
Nayan (2013) in Facebook comments in Bahasa
Malaysia and English; as well as by Negrón Gold-
barg (2009) in a small study of code-switching in
Spanish-English emails. In contrast, studies on
Chinese-English code-mixing in Hong Kong by

Li (2000) and in Macao by San (2009) indicate
that the code-switching there mainly is triggered
by linguistic motivations, with social motivations
being less salient.

A common short-coming in several of the
above-mentioned studies is that they have been
performed on fairly small corpora and further that
the level of mixing in those corpora often has been
quite low. For example, Lignos and Marcus (2013)
report that their English-Spanish bilingual corpora
in fact were almost monolingual, with a baseline
when just guessing on the majority language being
as high as 92.3%. Nguyen and Doğruöz (2013)
make the assumption that words from languages
other than Turkish and Dutch (mainly English) ap-
pearing in the messages could be assumed to be-
long to the dominating language (i.e., Dutch in
their case). They give no actual word-level base-
line, but state that 83% of the posts are monolin-
gual.

In contrast, Voss et al. (2014) worked on quite
code-mixed tweets in Romanized Moroccan Ara-
bic (Darija), English and French, with 20.2% of
their data sets consisting of tweets in more than
one language. The corpora introduced by Das and
Gambäck (2014) are even more mixed, with the
English-Hindi corpus having 28.5% of the mes-
sages written in at least two languages, and with
the English-Bengali corpus even being twice as
code-mixed as that (56.5%). This is partially ex-
plained by the English-Bengali texts also having
many Hindi words mixed in.

3 A Code-Mixing Index

When comparing different code-mixed corpora to
each other, it is desirable to have a measurement of
the level of mixing between languages. To this end
we introduced the Code-Mixing Index, CMI, in
Das and Gambäck (2014). At the utterance level,
this amounts to finding the most frequent language
in the utterance and then counting the frequency of
the words belonging to all other languages present,
that is,

CMI =

N∑
i=1

(wi)−max{wi}

n− u
(1)

where
∑N

1 (wi) is the sum over all N languages
present in the utterance of their respective num-
ber of words, max{wi} is the highest number of
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Ek$hi Kisan$hi 1$univ murga$hi leke$hi aaya$hi .$univ Us$en
murge$hi ne$en aate$en hi$univ 150$univ murgiyo$hi ko$hi
ch0d$hi diya$hi .$univ Ye$en dekh$acro kar$acro kishan$acro
bahut$acro khush$acro hua$acro .$univ Sham$hi tak$en us$en
murge$hi ne$acro sari$acro batakho$acro ($univ duck$en )$univ
or$en Baki$hi janwaro$hi ko$hi b$hi chod$hi diya$hi ,$univ ye$en
dekhkar$en kishan$hi kuch$hi pareshan$hi hua$hi .$univ Agle$hi
din$en jab$hi subah$acro hui$acro to$en murga$en khet$en
me$en mara$hi pda$hi tha$en or$en upar$hi giddh$hi mandra$en
rhe$en the$en .$univ Use$en dekhkar$hi Kishan$hi bola$hi ,$univ
\$univ "$univ mar$en gaya$hi bhosdi$hi k$en ,$univ harkate$en
b$en to$en teri$hi aisi$hi thi\$acro "$univ tabhi$hi murge$hi
ne$acro ek$acro aankh$hi kholi$hi or$en bola$hi \$univ "$univ
chup$hi madarchod$hi inme$hi se$acro ek$acro ko$hi niche$en
to$en aane$acro de$acro \$hi "$univ

Figure 1: Sentence S1, 111 tokens (tagged as Hindi, English, acronymns or universal symbols).
Sharab$hi sachai$hi niklwa$hi hi$univ deti$hi h$hi :D$univ

Figure 2: Sentence S2, 7 tokens (tagged as Hindi or universal symbols).

words present from any language (regardless of if
more than one language has the same highest word
count), n is the total number of tokens, and u is the
number of tokens given other (language indepen-
dent) tags.

If an utterance only contains language indepen-
dent tokens (i.e., if n = u), we define its index
to be zero. For other utterances, we normalise the
value (multiply by 100) to get digits in the range
[0 : 100). Further, since

∑N
1 (wi) in fact is equiv-

alent to n− u, Equation 1 can be rewritten as

CMI =

{
100× [1− max{wi}

n−u ] : n > u

0 : n = u
(2)

where wi are the words tagged with each language
tag and max{wi} thus is the number of words
of the most prominent language (so for mono-
lingual utterances, we will get CMI = 0, since
then max{wi} = n− u).

As an example, compare the two sentences in
Figure 1 and Figure 2. For the first sentence, we
would calculate that it contains 111 tokens in total,
with the following number of tokens per category
(with OTHERS being the sum of tokens tagged as
not belonging to either of the languages, in this
case acronyms and universal symbols):

HI : 45 EN : 29 OTHERS : 37

On the other hand, the second sentence only con-

tains seven tokens, distributed as follows:

HI : 5 EN : 0 OTHERS : 2

Now if we simply would calculate the mixing
as the fraction of Hindi words, that is, as:

HI

n
(3)

for both the sentences, we would get a value of
0.41 for sentence S1 and 0.71 for sentence S2.

However, in reality S1 is of course much more
code-mixed than S2, which basically is monolin-
gual. Hence we need a measure that will capture
the kinds of tokens (HI, EN and OTHERS) that ac-
tually are present in a sentence. The Code-Mixing
Index reflects this, by giving the value 39.19 for
sentence S1, while sentence S2 as expected gets a
mixing score of 0.00.

As another example, consider a sentence S3

with ten words. If five of the words come from
language L1 and the other five from language L2,
the CMI will be 100 × (1 − 5

10) = 50. How-
ever, another 10-word sentence S4 with all words
coming from different languages will get CMI =
100× (1− 1

10) = 90, correctly reflecting the intu-
ition that S4 presents a more complex mixing.

4 Using CMI in Practice

The idea behind the measure is that it will help
researchers compare how difficult their work is in
relation to that of others, depending on the level of
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Corpus CMI Number of Mixed
all mixed words utterances (%)

English–Bengali (Das and Gambäck, 2014) 5.15 24.48 2309 71207 21.05
Dutch–Turkish (Nguyen and Doğruöz, 2013) 4.43 26.50 3065 70768 16.70

Table 1: Level of code-mixing in two chat corpora

Language CMI Num. Mixed
(English+) all mixed utt. (%)
Bengali 5.78 24.67 700 23.43
Hindi 19.35 24.18 700 80.00
Gujarati 5.43 25.47 150 21.33

Table 2: Code-mixing in the FIRE

code-mixing in their corpora. Importantly, what-
ever language processing tool is being built, it can
be argued that for more code-mixed text, the error
rates would be expected to be higher.

4.1 CMI for Two Chat Corpora
As an example, we utilise the Code-Mixing In-
dex to compare the level of language mixing in
the English–Bengali corpus of Das and Gambäck
(2014) to that of the Dutch–Turkish corpus of
Nguyen and Doğruöz (2013). Table 1 shows the
CMI values for these corpora, both on average
over all utterances and on average over the utter-
ances having a non-zero CMI, that is, over the
utterances that contain some code-mixing. The
last column of the table gives the fraction of such
mixed utterances in the respective corpora.

It is interesting to compare these two corpora,
that are of almost exactly the same size and from
similar sources (chat messages), but from differ-
ent languages. For the Dutch–Turkish corpus we
can see a clearly lower average CMI overall than
in the English–Bengali corpus, and that the frac-
tion of mixed sentences is smaller. However, the
utterances in the Dutch–Turkish corpus that actu-
ally are mixed receive a higher CMI, on average.

4.2 The FIRE Shared Task Corpora
As a comparison, we have also calculated the CMI
values for the various Indian language corpora
used in the FIRE 2014 (Forum for IR Evaluation)1

shared task on transliterated search, which has re-
leased data for English (mainly) mixed with six
different Indian languages. However, the Kannada

1http://www.isical.ac.in/~fire/

Language CMI Num. Mixed
all mixed utt. (%)

Nepalese 18.28 25.11 9993 72.79
Spanish 6.93 24.13 11400 28.70
Mandarin 10.25 19.43 999 52.75
Arabic 4.41 25.60 5839 17.21

Table 3: Code-mixing in the EMNLP corpora

text is definitely too short for any statistical pur-
poses (55 words), as is the Tamil one (29 words).
Both the Tamil and Malayalam corpora are also
only partially and inconsistently annotated (which
is a pity, since the Malayalam corpus is of a decent
size: 2112 words). Hence, apart from the Hindi
and Bengali data, only the Gujarati text could po-
tentially be used for comparison, although it is also
fairly short (938 words). On the other hand, the
Hindi and Bengali corpora from the FIRE shared
task are both of reasonable size: both consist of
700 utterances with in total 23,967 and 20,660
words, respectively. The CMI values for these
three languages (when mixed primarily with Eng-
lish) are shown in Table 2.

The very high code-mixing percentage for
English–Hindi can partially be explained with tag-
ging problems: neither of the tagsets used in the
FIRE shared task, by Das and Gambäck (2014)
or by Nguyen and Doğruöz (2013) explicitly ac-
count for words that are ambiguous in the context
(i.e., words that even given the contextual infor-
mation could potentially belong to two or more of
the languages in the corpus). This is particularly
problematic for the Hindi corpus used in the FIRE
shared task, which is taken from a Facebook group
for Indian university students writing confession-
als in a very much short-hand language, where the
actual words sometimes are difficult to interpret,
which often cause annotation errors.

4.3 The EMNLP Shared Task Corpora
Another recent shared task has addressed the prob-
lem of code-switching in social media text: The
First Workshop on Computational Approaches to
Code Switching held in connection to the 2014
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Conference on Empirical Methods in Natural Lan-
guage Processing (EMNLP).2 For the shared task
in that workshop, four different code-switched
corpora were collected from Twitter (Solorio et
al., 2014). Three of these corpora contain English-
mixed data from Nepalese, Spanish and Mandarin
Chinese, while the fourth corpus consists of tweets
code-switched between Modern Standard Arabic
and Egyptian Arabic. The CMI values for these
four language pairs can be seen in Table 3.

It is interesting to note the extremely high level
of mixing in the Nepalese corpus (and fairly high
level in the Mandarin Chinese). This could of
course possibly have been caused by errors and
problems in tagging, but in contrast to the corpora
in Tables 1 and 2, the tagset used in the EMNLP
shared task included a tag for ambiguous words,
which potentially could ease the annotation task.
Hence, the high mixing level is more likely a re-
sult of the way the data was collected: the data col-
lection was specifically targeted at finding code-
switched tweets (rather than finding a representa-
tive sample of tweets). This approach to the data
collection clearly makes sense in the context of a
shared task challenge, although it might not reflect
the actual level of difficulty facing a system trying
to separate “live” data for the same language pair.

4.4 Comparing CMI Values Across Corpora
When comparing CMI values for different cor-
pora, it is important to keep in mind the respective
tagsets and guidelines used annotation for the cor-
pora. One such thing to notice is that abbreviations
in the EMNLP data have been tagged with the lan-
guage they belong to, while in the other corpora
they rather were tagged as being language inde-
pendent. This of course affects the CMI values.

Another potential cause of differences can be
unclear status of some tags, whether they are di-
rectly language related or not. For the EMNLP
shared task corpora, we have treated the tags
‘mixed’ and ‘ambiguous’ as language items in the
CMI calculations, but without assigning them to
any of the languages (when selecting the major-
ity language of an utterance). That can be de-
bated, since the ‘ambiguous’ words could poten-
tially be included among the non-language ones,
depending on the interpretation of ambiguous, i.e.,
if the word is ambiguous between the two lan-
guages or between all the tags. However, accord-

2http://emnlp2014.org/workshops/
CodeSwitch/call.html

ing to the annotation guidelines for the EMNLP
shared task, it should be the former. In practice
this does not make a major difference, though:
words tagged ‘ambiguous’ are quite few for Span-
ish and Nepalese, and even 0 for Mandarin, so they
could only affect the CMI figures for Arabic in any
noticeable way.

A very interesting thing about the EMNLP data
is that the corpus with the highest CMI (Nepalese)
was the second easiest one to label for the sys-
tems participating in the shared task, while the one
with the lowest CMI (Arabic) was the most diffi-
cult. Obviously, the CMI value only gives an in-
dication of the mixing, not an absolute measure of
how difficult it will be to separate the languages
in the end. That will also depend on factors such
as the closeness between the languages, on ex-
ternal factors like the scripts used to write them,
etc. In the EMNLP shared task, the language pair
which was the easiest to separate was Mandarin–
English, but not for any linguistic reasons, but sim-
ply since the two languages were written in differ-
ent scripts. The most difficult language pair was
in contrast triggered by linguistic cues: Standard
Arabic–Egyptian Arabic, with the latter being a di-
alect of the former, so that the two are very close
and hence difficult to separate.

5 Discussion

Social media text code-mixing in Eurasian lan-
guages is a new problem, and needs more efforts to
be fully understood and solved. It is also difficult
to compare the results reported in different stud-
ies to those obtained in other media and for other
types of data: While previous work on speech
mainly has been on artificially generated data, pre-
vious work on text has mainly been on language
identification at the document level, even when
evidence is collected at word level. Longer doc-
uments tend to have fewer code-switching points.

We have here discussed two average code-
mixing measurements, ‘CMI all’ which is the av-
erage for all sentences in a corpus (i.e., including
also all sentences with CMI = 0) and ‘CMI mixed’
which is the average only for the sentences that
actually contain code-mixing (i.e., only those with
CMI > 0). Possibly, the ’CMI mixed’ value com-
bined with the fraction of mixed sentences in the
corpus give the most interesting information, to-
gether showing how multilingual the corpus is and
how mixed the multilingual sentences are.
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The Code-Mixing Index carries some similar-
ity to the F-factor, or ‘formality’ (Heylighen and
Dewaele, 1999). The F-factor is based on the
frequency of the different word classes used in a
text, namely the sum of the frequency of nouns,
adjectives, prepositions and articles (these classes
are called ‘formal’ by Heylighen and Dewaele,
hence the name of the measurement) minus the
frequency of pronouns, verbs, adverbs and inter-
jections; all normalised to 100, as follows:

F =
1

2
∗ (FN + FADJ + FPREP + FDET

− FPRO − FV − FADV − FINTER + 100) (4)

with Heylighen and Dewaele (1999) noting that,
for example, spoken language recieves F-factors
of 40 − 44 (depending on the education level of
the speaker), while novels have F = 52 on aver-
age and scientific texts F = 66. In a way, code-
mixing can be seen as a new type of informality
and it is thus reasonable to ask whether we can
give a similar kind of measure for code-mixing.
Then we might be able say, for example, that for
formal social media text this measure is 25 while
for informal social media text it is 80.

However, the CMI described here is actually
closer related to simpler (i.e., purely based on
word frequencies) readability indices such as the
Reading Ease score (Flesch, 1948) or the LIX
measure (Björnsson, 1968), since there is no dis-
tinction in the CMI between different word classes
(which is the main point of the formality mea-
sure). In contrast, in LIX the main distinction is
binary, between long (> 5 characters) and short
words, and the measurement’s main part is the fre-
quency of long words, although it also includes a
factor based on text length, which supposedly is
relevant for readability (but not for code-mixing,
clearly). Similarly, Flesch’ Reading Ease formula
is just based on average sentence length and the
number of syllables per 100 words.

In detail, the LIX measurement is calculated as
the number of words per sentence plus the percent-
age of long words:

LIX =
W

S
+

L · 100
W

(5)

where W is the number of words in the text, S the
number of sentences in the text, and L the num-
ber of long words as described above. Björnsson
(1968) argued that the readability of a text could be

evaluated by this measurement and that different
text genres would have different measures on the
LIX scale, e.g., with children books having values
below 25, simple texts being in the range 25–30,
etc., up to difficult scientific texts that would have
values above 60.

6 Conclusion and Future Work

The paper has described the application of a
Code-Mixing Index to measure the complexity of
texts written in several different languages, a phe-
nomenon which is particularly common in social
media text in geographical regions with high per-
centages of bi- and multilingual inhabitants, such
as on the Indian subcontinent.

We have discussed two average code-mixing
measurements, ‘CMI all’ which is the average for
all sentences in a corpus and ‘CMI mixed’ which
is the average only for the sentences that actu-
ally contain code-mixing. In the future, maybe
it would be an idea to give a combined measure
which includes both the fraction of mixed sen-
tences and the (current) ‘CMI mixed’ (and pos-
sibly adding a factor for the multi-linguality) —
even though the ‘CMI all’ in a way gives this, but
possibly not as clearly; doing it in a similar way
to LIX (by addition) might be clearer and also al-
lows for weighting the fraction of mixed sentences
higher (since that is probably the most important
distinguishing factor).

Another factor that could be included in the
index is the number of code-switching points in
a sentence. It is fair to argue that a higher
number of switches in a sentence increases its
complexity: compare two four-word sentences
with two words each from the languages L1 and
L2. They will both get CMI = 100 × (1 −
2
4) = 50. However, if the first sentence only
contains one code-switching point (e.g., if the
words are wL1wL1wL2wL2), while the second sen-
tence contains three switches (e.g., with the words
wL1wL2wL1wL2), the second sentence will most
likely be more difficult to analyse, a fact which
potentially could be reflected in the Code-Mixing
Index.

The index works well when comparing corpora
tagged using the same annotation strategies and
similar tagging schemes, but on a general scale,
it would be important to factor out differences
caused by tagging schemes when comparing cor-
pora from different sources. As discussed in Sec-
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tion 4.3, the EMNLP corpora differ from the other
corpora tested in this paper in that the EMNLP
tagset included a tag for words that are ambigu-
ous between several languages (which potentially
would make the annotation process simpler and
more robust).

Further, the annotation strategy choosen for the
EMNLP corpora prescribed that elements such
as abbreviations should be tagged as language
specific, while other annotations schemes treated
them as language independent tokens (see Sec-
tion 4.4). It is likely that these differences in
tagsets and annotation approaches has had an ef-
fect on the CMI values in the way the measure-
ments were carried out in the present paper. How-
ever, it ought to be possible to address this by
closer studying the different corpora and their an-
notations in order to find some neutralising map-
pings before calculating the Code-Mixing Index.

Certainly, though, an index will never be able to
capture all types of differences between corpora.
In particular, the ways corpora are collected in the
first place and their intended usage can also affect
the CMI values (see the discussion of the EMNLP
Nepalese corpus in Section 4.3). However, lev-
elling out such differences should arguably not be
the aim of the Code-Mixing Index itself, but rather
be left to the users: when comparing corpora with
widely different scopes, the users themselves need
to be aware of the potential variation and take this
into account when deciding on whether a straight-
forward comparison really makes sense.
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