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Abstract

The paper reports work on collecting and
annotating code-mixed English-Hindi so-
cial media text (Twitter and Facebook
messages), and experiments on automatic
tagging of these corpora, using both a
coarse-grained and a fine-grained part-of-
speech tag set. We compare the perfor-
mance of a combination of language spe-
cific taggers to that of applying four ma-
chine learning algorithms to the task (Con-
ditional Random Fields, Sequential Mini-
mal Optimization, Naïve Bayes and Ran-
dom Forests), using a range of different
features based on word context and word-
internal information.

1 Introduction

Code-mixing occurs when a person changes lan-
guage (alternates or switches code) below clause
level, so internally inside a sentence or an utter-
ance. This phenomenon is more abundant in more
informal settings — such as in conversational spo-
ken language and in social media text — and of
course also more common in areas of the world
where people are naturally bi- or multilingual, that
is, in regions where languages change over short
geospatial distances and people generally have at
least a basic knowledge of the neighbouring lan-
guages. In particular, India is home to several hun-
dred languages, with language diversity and di-
alectal changes instigating frequent code-mixing.

We will here look at the tasks of collecting and
annotating code-mixed English-Hindi social me-
dia text, and on automatic part-of-speech (POS)

tagging of these code-mixed texts. In contrast,
most research on part-of-speech tagging has so
far concentrated on more formal language forms,
and in particular either on completely monolingual
text or on text where code alternation occurs above
the clause level. Most research on social media
text has, on the other hand, concentrated on En-
glish tweets, whereas the majority of these texts
now are written in other media and in other lan-
guages — or in mixes of languages.

Today, code-switching is generally recognised
as a natural part of bi- and multilingual language
use, even though it historically often was consid-
ered a sub-standard use of language. Conversa-
tional spoken language code-switching has been
a common research theme in psycho- and socio-
linguists for half a century, and the first work on
applying language processing methods to code-
switched text was carried out in the early 1980s
(Joshi, 1982), while code-switching in social me-
dia text started to be studied in the late 1990s (Pao-
lillo, 1996). Still, code alternation in conventional
texts is not so prevalent as to spur much interest by
the computational linguistic research community,
and it was only recently that it became a research
topic in its own right, with a code-switching work-
shop at EMNLP 2014 (Solorio et al., 2014), and a
shared tasks at EMNLP and at Forum for Informa-
tion Retrieval Evaluation, FIRE 2014.

Both these shared tasks were on automatic
word-level language detection in code-mixed text,
but here we will assume that the word-level lan-
guages are known and concentrate on the task of
automatic part-of-speech tagging for these types
of texts. We have collected a corpus consisting of
Facebook messages and tweets (which includes all
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possible types of code-mixing diversity: varying
number of code alternation points, different syn-
tactic mixing and language change orders, etc.),
and carried out several experiments on this corpus
to investigate the problem of assigning POS tags
to code-mixed text.

The rest of the paper is organized as follows:
In Section 2, we discuss the background and re-
lated work on part-of-speech tagging, social me-
dia text processing, and code-switching. The col-
lection and annotation of a code-mixed corpus are
described in Section 3, which also compares the
complexity of the corpus to several other code-
mixed corpora based on a code-mixing index. The
actual part-of-speech tagging experiments are dis-
cussed in Section 4, starting by describing the fea-
tures used, and then presenting the performance
of four different machine learning methods. The
results are elaborated on in Section 5, in particular
how system performance is affected by the level of
code-mixing, while Section 6 sums up the discus-
sion and points to directions for future research.

2 Background and Related Work

In essence, this paper is concerned with the in-
tersection of three topics: part-of-speech tag-
ging, processing of social media text, and code-
switching. In the present section, we will mainly
discuss work related to the latter two topics, and
tagging in relation to those.

First though, it should be noted that present-day
POS taggers more or less receive 96+% perfor-
mance on English news text with just about any
method, with state-of-the-art systems going be-
yond the 97% point on the English Wall Street
Journal corpus: Spoustová et al. (2009) report
achieving an accuracy of 97.43% by combining
rule-based and statistically induced taggers. How-
ever, most work on POS tagging has so far con-
centrated on a few European and East Asian lan-
guages, and on fairly formal texts, that is, texts of
a quite different nature than the ones that are the
topic of the present work.

2.1 Social Media and Code-Switching
The term ‘social media text’ will be used through-
out this paper as referring to the way these texts are
communicated, although it is important to keep in
mind that social media in itself does not constitute
a particular textual domain. Rather, there is a wide
spectrum of different types of texts transmitted in

this way, as discussed in detail by, e.g., Eisenstein
(2013) and Androutsopoulos (2011). They both
argue that the common denominator of social me-
dia text is not that it is ‘noisy’ and informal per se,
but that it describes language in (rapid) change,
which in turn has major implications for natural
language processing: if we build a system that can
handle a specific type of social media text today,
it will be outdated tomorrow. Something which
makes it very attractive to apply machine learning
and adaptive techniques to the problem.

In all types of social media, the level of for-
mality of the language depends more on the style
of the writer than on the media as such; how-
ever, tweets (Twitter messages) tend to be more
formal than chat messages in that they more of-
ten follow grammatical norms and use standard
lexical items (Hu et al., 2013), while chats are
more conversational (Paolillo, 1999), and hence
less formal. Although social media often convey
more ungrammatical text than more formal writ-
ings, Baldwin et al. (2013) show that the relative
occurrence of non-standard syntax is fairly con-
stant among many types of media, such as mails,
tweets, forums, comments, and blogs, and argue
that it should be tractable to develop NLP tools to
process those, if focusing on English.

That is a large “if”, though: first, the texts that
we will discuss in this paper are not all in En-
glish, and — most importantly — not in one sin-
gle language at all, but rather in a mix of lan-
guages, which clearly vastly complicates the is-
sue of developing tools for these texts. Second,
most previous research on social media text has
focused on tweets, because of the ease of availabil-
ity of Twitter; however, the conversational nature
of chats tend to increase the level of code-mixing
(Cárdenas-Claros and Isharyanti, 2009; Paolillo,
2011), so we will base our findings on data both
from Twitter and from Facebook chats.

2.2 Code-Mixing and Tagging
There have been several efforts on social media
text POS tagging in recent years, but almost ex-
clusively on Twitter and mostly for English (Dar-
ling et al., 2012; Owoputi et al., 2013; Derczyn-
ski et al., 2013) and German (Rehbein, 2013; Ne-
unerdt et al., 2014). Foster et al. (2011) introduce
results for both POS tagging and parsing, but do
not present a tool, and focus more on the parsing
aspect. The two papers most similar to our work
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introduce the ARK tagger (Gimpel et al., 2011)
and T-Pos (Ritter et al., 2011). The ARK tagger
reaches 92.8% accuracy at token level, but uses a
coarse, custom tagset. T-Pos is based on the Penn
Treebank set and achieves an 88.4% token tagging
accuracy. Neither paper reports sentence/whole
tweet accuracy rates.

The first attempts at applying machine learn-
ing approaches to code-mixed language were by
Solorio and Liu (2008a) who aimed to predict po-
tential code alternation points, as a first step in the
development of more accurate methods for pro-
cessing code-mixed English-Spanish data. Only
a few researchers have tried to tag code-mixed so-
cial media text: Solorio and Liu (2008b) addressed
English-Spanish, while the English-Hindi mix was
previously discussed by Vyas et al. (2014). Both
used strategies based on combining the output of
language-specific taggers, and we will utilize a
similar solution in one of our experiments.

Turning to the specific problem of processing
code-mixed Indian language data, Bhattacharja
(2010) took a linguistic point of view on a par-
ticular type of complex predicates in Bengali that
consist of an English word and a Bengali verb, in
the light of different recent morphology models.
Ahmed et al. (2011) noted that code-mixing and
abbreviations add another dimension of translit-
eration errors of Hindi, Bengali and Telugu data
when trying to understand the challenge of de-
signing back-transliteration based input method
editors. Mukund and Srihari (2012) proposed
a tagging method that helps select words based
on POS categories that strongly reflect Urdu-
English code-mixing behavior. Das and Gambäck
(2013) reported the first social media Indian code-
mixing data (Bengali-Hindi-English), while Bar-
man et al. (2014a) noted that character n-grams,
part-of-speech, and lemmas were useful features
for automatic language identification. Barman et
al. (2014b) also carried out word-level classifica-
tion experiments using a simple dictionary-based
method. Bali et al. (2014) pointed out that struc-
tural and discourse linguistic analysis is required
in order to fully analyse this type of code-mixing.

3 Data Collection and Annotation

For this work we have collected text both from
Facebook and Twitter, initially 4,435 raw tweets
and 1,236 Facebook posts. The tweets were on
various ‘hot’ topics (i.e., topics that are currently

Tokens Facebook Twitter Total

Hindi 4.17 48.48 21.93
English 75.61 22.24 54.22
Universal 16.53 21.54 18.54
Named entity 2.19 6.70 3.99
Acronym 1.46 0.88 1.12
Mixed 0.02 0.08 0.05
Undefined 0.01 0.07 0.03

Table 1: Token Level Language Distribution (%)
(‘Universal’ stands for punctuation marks, etc.)

being discussed in news, social media, etc.) and
collected with the Java-based Twitter API,1 while
the Facebook posts were collected from campus-
related university billboard postings (IIT Bombay
Facebook Confession page).2 The Facebook mes-
sages typically consist of a longer post (a “con-
fession”) followed by shorter, chat-like comments.
The confessions are about “naughty” things that
students have done on campus, and mainly con-
cern cheating on exams or sex-related events.

3.1 Corpus
1,106 of the collected messages were randomly se-
lected for manual annotation: 552 Facebook posts
and 554 tweets. 20.8% of those messages are
monolingual. Token level distribution of the cor-
pus is reported in Table 1. Note that the Face-
book messages are predominantly written in En-
glish, while the tweets mainly are in Hindi.

Utterance boundaries were manually inserted
into the messages by two annotators, who initially
agreed on 71% of the utterance breaks. After dis-
cussions and corrections, the agreement between
the annotators was 94% and the resulting corpus
has in total 2,583 utterances (1,181 from Twitter
and 1,402 from Facebook), with 1,762 (68.2%)
being monolingual. The sharp decrease in code-
mixing when measured at the utterance level rather
than message level shows the importance of the
utterance boundary insertion, an issue we will get
back to in Section 5.

Tokenization is an important preprocessing step
which is difficult for social media text due to its

1http://twitter4j.org/
2www.facebook.com/Confessions.IITB
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noisy nature. We used the CMU tokenizer,3 which
is a sub-module of the CMU Twitter POS tagger
(Gimpel et al., 2011). Although the CMU tok-
enizer was originally developed for English, em-
pirical testing showed that it works reasonably
well also for the Indian languages.

3.2 Part-of-Speech Tagsets
We experimented with both coarse-grained and
fine-grained tagsets, utilizing the fine-grained set
during annotation. As can be seen in Table 2, this
tagset includes both the Twitter specific tags intro-
duced by Gimpel et al. (2011) and a set of POS
tags for Indian languages that combines the IL-
POST tags (Baskaran et al., 2008), the tags devel-
oped by the Central Institute of Indian Languages
(LDCIL), and those suggested by the Indian Gov-
ernment’s Department of Information Technology
(TDIL),4 that is, an approach similar to that taken
for Gujarati by Dholakia and Yoonus (2014). The
coarse-grained tagset instead combines Gimpel et
al.’s Twitter specific tags with Google’s Universal
Tagset (Petrov et al., 2011).5 The mapping be-
tween our fine-grained tagset and the Google Uni-
versal Tagset is also shown in Table 2.

3.3 Comparing Corpora Complexity
The error rates for various language processing ap-
plications would be expected to be higher for more
complex code-mixed text. When comparing dif-
ferent code-mixed corpora to each other, it is thus
desirable to have a measurement of the level of
mixing between languages. Kilgarriff (2001) dis-
cusses various statistical measures that can be used
to compare corpora more objectively, but all those
measures presume the corpora to be monolingual.

In Das and Gambäck (2014) we instead sug-
gested a Code-Mixing Index, CMI, to document
the frequency of languages in a corpus, which we
will use here as well. In short, the measure is de-
fined as: if an utterance only contains language
independent tokens, its CMI is zero; for other ut-
terances, the CMI is calculated by counting the

3www.ark.cs.cmu.edu/TweetNLP/
4www.ldcil.org/Download/Tagset/LDCIL/

6Hindi.pdf resp. www.tdil-dc.in/tdildcMain/
articles/780732DraftPOSTagstandard.pdf

5The Google Universal Tagset defines the following
twelve POS tags: G_N (nouns), G_V (verbs), G_J (adjec-
tives), G_R (adverbs), G_PRP (pronouns), G_DT (determin-
ers and articles), G_PRE (prepositions and post-positions),
G_NUM (numerals), G_CONJ (conjunctions), G_PRT (parti-
cles), G_SYM (punctuation marks) and G_X (a catch-all for
other categories such as abbreviations or foreign words).

Category Type Description
N_NN Common Noun
N_NNV Verbal Noun
N_NST Spatio-temporal

Noun
(G_N)

N_NNP Proper Noun
PR_PRP Personal
PR_PRL Relative
PR_PRF Reflexive
PR_PRC Reciprocal

Pronoun
(G_PRP)

PR_PRQ Wh-Word
V_VM MainVerb

(G_V) V_VAUX Auxiliary
Adjective

(G_J)
JJ Adjective

RB_ALC Locative AdverbAdverb
(G_R) RB_AMN Adverb of Manner

DM_DMD Absolute
DM_DMI Indefinite
DM_DMQ Wh-word

Demonstrative
(G_PRP)

DM_DMR Relative
QT_QTF General
QT_QTC Cardinal

Quantifier
(G_SYM)

QT_QTO Ordinal
RP_RPD Default
RP_NEG Negation
RP_INTF Intensifier

Particles
(G_PRT)

RP_INJ Interjection
RD_RDF Foreign Word
RD_SYM Symbol
RD_PUNC Punctuation
RD_UNK Unknown

Residual
(G_X)

RD_ECH Echo Word
Conjunction, Pre- CC Conjunction

& Postposition PSP Pre-/Postposition
Numeral & Numeral

Determiner DT Determiner
@ At-mention
˜ Re-Tweet/discourse
E Emoticon
U URL or email

Twitter-Specific
(Gimpel et al.

2011)
(G_X)

# Hashtag

Table 2: POS Tagset

number of words belonging to the most frequent
language in the utterance (max{wi}) and divid-
ing this by the total number of tokens (n) minus
the number of language independent tokens (u):

CMI =

{
100× [1− max{wi}

n−u ] : n > u

0 : n = u

which means that for mono-lingual utterances,
CMI = 0 (since then max{wi} = n− u).

In Gambäck and Das (2014), we describe the
index further and suggest that a factor that could
be included in the index is the number of code al-
ternation points (P) in an utterance, since a higher
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CMI Facebook Twitter P
Range (%) (%) (avg.)

[0] 84.80 48.19 0.00
(0, 10] 4.49 3.11 1.75
(10, 20] 4.42 15.39 1.91
(20, 30] 3.49 14.38 2.37
(30, 40] 1.71 11.10 2.65
(40, 100) 1.06 7.14 2.70

Table 3: Code Mixing and Code Alternation

number of switches in an utterance arguably in-
creases its complexity. However, that paper does
not extend the CMI with code alternation points,
and in the following we just separately report the
average number of code alternation points. Details
for our corpus are given in Table 3, based on CMI
rages and code alternation point distributions.

Testing the idea that the Code-Mixing Index can
describe the complexity of code-switched corpora,
we used it to compare the level of language mixing
in our English–Hindi corpus (in total, and each of
the Facebook and Twitter parts in isolation) to that
of the English-Hindi corpus of Vyas et al. (2014),
the Dutch-Turkish corpus introduced by Nguyen
and Doğruöz (2013), and the corpora used in the
2014 shared tasks at FIRE and EMNLP.6 Table 4
shows the average CMI values for these corpora,
both over all utterances and over only the utter-
ances having a non-zero CMI (i.e., the utterances
that contain some code-mixing). The last column
of the table gives the fraction of mixed utterances
in the respective corpora.

4 Part-of-Speech Tagging Experiments

This section discusses the actual tagging experi-
ments, starting by describing the features used for
training the taggers, and then reporting the results
of using four different machine learning methods
Finally, we contrast this with a strategy based on
using a combination of language specific taggers.

4.1 Features
Feature selection plays a key role in supervised
POS tagging. The important features for the POS

6The EMNLP corpora mix English with Spanish, Man-
darin Chinese and Nepalese. The last EMNLP corpus is di-
alectal: Standard Arabic mixed with Egyptian (ARB-ARZ).
The FIRE corpora mix English with Hindi, Gujarati, Bengali,
Kannada, Malayalam and Tamil,. Note that the EN-KN and
EN-TA corpora are very small (55 resp. 29 words), while
EN-TA and EN-ML are only partially and inconsistently an-
notated, so those are not reliable as basis for comparison.

Languages
CMI P

(avg.)
Mixed

(%)avg. mixed

EN-HI

FB+TW 13.38 21.86 2.33 61.21
FB 3.67 13.24 2.50 27.71
TW 23.06 24.38 2.28 94.58
Vyas 2.54 14.82 2.15 20.68

DU-TR 21.48 26.46 4.43 26.55

FI
R

E

EN-GU 5.47 25.47 1.56 21.47
EN-KN 14.29 21.43 5.50 66.66
EN-ML 18.74 25.33 2.47 74.00
EN-TA 25.00 37.50 3.00 66.66
EN-BN 29.37 32.27 0.91 91.00
EN-HI 19.32 24.41 4.89 79.14

E
M

N
L

P EN-ES 6.93 24.13 0.31 28.70
EN-ZH 10.15 19.43 0.97 52.75
EN-NE 18.28 25.11 1.42 72.79
AR-AR 4.41 25.60 0.17 17.21

Table 4: Code-Mixing in Various Corpora

tagging task have been identified based on the
different possible combinations of available word
and tag contexts. The features include the fo-
cus word (the current word), and its prefixes and
suffixes from one-to-four letters (so four features
each). Other features account for the previous
word, the following word, whether the focus word
starts with a digit or not, the previous word’s POS
tag, and the focus word’s language tag.

Most of the features are self explanatory and
quite obvious in POS tagging experiments, so we
will only elaborate on prefix/suffix feature extrac-
tion: There are two different ways in which the fo-
cus word’s suffix/prefix information can be used.
The first and naïve one is to take a fixed length
(say, n) suffix/prefix of the current and/or the sur-
rounding word(s). If the length of the correspond-
ing word is less than or equal to n − 1 then the
feature value is not defined. The feature value is
also not defined if the token itself is a punctuation
symbol or contains any special symbol or digit.

The second and more helpful approach is to
modify the feature to be binary or multiple valued.
Variable length suffixes of a word can be matched
with predefined lists of useful suffixes for different
classes. Heuristic character extraction is generally
not easy to motivate in theoretical linguistic terms,
but the use of prefix/suffix information serves the
practical purpose well for POS tagging of highly
inflected languages, such as the Indian ones.

4.2 Machine Learning-based Taggers
We experimented with applying four machine
learning-based classification algorithms to the
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CMI CRF NB SMO RF
Range FG CG FG CG FG CG FG CG

[0] 73.2 79.4 33.9 36.8 37.9 45.6 73.9 79.0
(0, 10] 64.0 71.5 36.0 40.1 39.0 45.9 68.7 75.3
(10, 20] 61.5 70.0 35.2 31.8 35.6 38.2 61.5 68.4
(20, 30] 60.4 68.0 33.3 42.0 36.3 46.6 58.2 67.3
(30, 40] 62.6 69.8 37.7 43.4 37.9 49.2 60.0 66.5
(40, 100) 64.5 71.1 39.2 44.3 39.0 49.3 62.4 67.6

avg. 64.3 71.6 35.8 39.7 37.6 45.8 64.1 70.6

Table 5: F1 scores by CMI range distribution

Features
FG CG
(F1) (F1)

current word 62.0 67.7
+ next word 60.3 65.2
+ previous word 56.8 62.1
+ prefix 69.4 76.0
+suffix 72.2 78.9
+ start_with_digit 72.1 79.1
+ current_word_lang 73.3 79.8
+ prev_word_pos 73.3 79.8

Table 6: Feature Ablation for the RF-based Tagger

task: Conditional Random Fields (CRF), Sequen-
tial Minimal Optimization (SMO), Naïve Bayes
(NB), and Random Forests (RF). For the CRF we
used the MIRALIUM7 implementation, while the
other three were the implementations in WEKA.8

Table 5 reports performance after 5-fold cross
validation of all the ML methods on the complete
dataset (2,583 utterances), using both fine-grained
(FG) and coarse-grained (CG) tagsets. As can be
seen, Random Forests and CRF invariably gave
the highest F scores (weighted average over all
tags) on both tagsets, while SMO and Naïve Bayes
consistently performed much worse. The differ-
ence between RF and CRF is not significant at the
99%-level in a paired two-tailed Student t-test.

To better understand the code-mixed POS tag-
ging problem, we investigated which features are
most important by performing feature ablation for
RF-based tagger on the part of the corpus with
CMI > 0. The feature ablation is reported in Ta-
ble 6, with performance given by weighted av-
erage F-measure. As we see, including the pre-
vious or following word actually makes the per-
formance decrease, while the other features con-
tribute roughly the same to increase performance.

We then tested system performance on various
7code.google.com/p/miralium/
8www.cs.waikato.ac.nz/ml/weka/

From CRF NB SMO RF
To FG CG FG CG FG CG FG CG

EN-HI 12.4 9.0 21.2 18.9 21.2 17.8 12.1 8.5
HI-EN 5.4 5.6 19.2 18.1 18.2 16.6 4.8 4.6

Table 7: Error Rates (%) by Alternation Direction

number of code alternation points. Error rates at
the alternation points are reported in Table 7, with
the first column showing from which language the
code alteration is taking place. The results indicate
that all the ML methods have more problems with
HI-EN alternation. A plausible reason is that most
of the corpus is English mixed in Hindi, so the in-
duced systems are biased towards Hindi syntactic
patterns. More experiments are needed to better
recognize which language is mixing into which,
and to make the systems account for this; currently
we are working on language modelling of code-
mixed text for this purpose.

4.3 Combining Language Specific Taggers
Solorio and Liu (2008b) proposed a simple but
elegant solution of tagging code-mixed English-
Spanish text twice — once each with a tagger for
each language — and then combining the output
of the language specific taggers to find the optimal
word-level labels.

The reported accuracy of the combined tagger
of Solorio and Liu (2008b) was 89.72%, when
word-level languages were known. They used the
Penn Treebank tagset, which is comparable to our
fine-grained tagset, but since the CMI value for
their English-Spanish corpus is not known, it is
hard to compare the performance figures.

However, Vyas et al. (2014) followed the same
strategy as Solorio and Liu (2008b), reporting an
accuracy of 74.87%, also given that the word-level
languages were known. They used the Google
Universal Tagset and therefore in this way is com-
parable to our coarse-grained tagset, although (as
can be seen in Table 4) the English-Hindi corpus
used by Vyas et al. (2014) is far less mixed (has
an average CMI of 2.54) than our English-Hindi
corpus (with an average CMI of 13.38), plausibly
justifying a higher POS tagging accuracy.

Word sequence plays a major role for syntac-
tic formation as well as semantic meaning of the
language, and could as such strongly influence
POS tagging. The combination tagging strategy
could potentially break the word sequences, so us-
ing language specific taggers is not necessarily the
optimal approach; still, we have also carried out
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CMI FG CG
Range (%) (%)

[0] 77.4 83.5
(0, 10] 69.5 75.9
(10, 20] 56.2 64.3
(20, 30] 59.9 68.2
(30, 40] 60.0 67.1
(40, 100) 66.4 72.8

avg. 64.9 72.0

Table 8: Accuracy of the Combination Tagger

experiments based on a similar language specific
tagger combination, both for reasons of compari-
son and since the combination strategy is appeal-
ing in its straight-forward applicability.

The word-level language identifier of Barman et
al. (2014b) (with a reported accuracy of 95.76%)
was used to mark up our English-Hindi bilingual
corpus with language tags for Hindi and English.
To tag the Hindi tokens we then used the SNLTR9

POS tagger, while CMU’s ARK tagger was used to
tag English and language independent tokens (i.e.,
universals, named entities, and acronyms).

As can be seen in Table 8, this gave an average
accuracy of 71.97% on the coarse-grained tagset,
marginally lower than the tagger’s performance re-
ported by Vyas et al. (2014), but compatible with
the performance of the Random Forests and Con-
ditional Random Field taggers described above.
On the fine-grained tagset the tagger combination
gave an average accuracy of 64.91%, also compat-
ible with using the individual taggers.

5 Discussion

The ML-based taggers failed to out-perform the
language specific combination tagger. One reason
for this can be that the corpora used for training
the machine learners is too small. Another reason
might be that the Unknown Word Ratio (UWR) in
these types of social media is very high. Unknown
words typically cause problems for POS tagging
systems (Giménez and Màrquez, 2004; Nakagawa
et al., 2001). Our hypothesis was that the unknown
word ratio increases with CMI. To test this, we cal-
culated UWR on our English-Hindi corpus using
both 10 folds and 5 folds, as shown in Table 9, get-
ting numbers around 20% overall, with about 17%
for the Facebook subpart and 29% for the Twitter

9http://nltr.org/snltr-software/

Folds Facebook Twitter Total

5 17.03 29.95 20.49
10 16.68 29.27 19.79

Table 9: Average Unknown Word Ratios

part, supporting the hypothesis that the unknown
word ratio indeed is high in these types of texts.

Working with social media text has several
other fundamental challenges. One of these is
sentence and paragraph boundary detection (Rey-
nar and Ratnaparkhi, 1997; Sporleder and Lapata,
2006), which definitely is a problem in its own
right — and obviously extra difficult in the social
media context. The importance of obtaining the
correct utterance splitting is shown by the level of
code-mixing dropping in our corpus when measur-
ing it at utterance level rather than message level.
For example, the following tweet could be consid-
ered to consist of two utterances U1 and U2:

(1) listening to Ishq Wala Love ( From " Student
of the Year " ) The DJ Suketu Lounge Mix

U1 listening to Ishq Wala Love ( From " Student
of the Year " )

U2 The DJ Suketu Lounge Mix

But one can also argue that this is one utterance
only: even though the “The” is capitalized, it just
starts a subordinate clause. In more formal lan-
guage, it probably would have been written as:

(2) Listening to Ishq Wala Love (from "Student
of the Year"), the DJ Suketu Lounge Mix.

Utterance boundary detection for social media
text is thus a challenging problem in itself, which
was not discussed in detail by Gimpel et al. (2011)
or Owoputi et al. (2013). The main reason might
be that those works were on tweets, that are lim-
ited to 140 characters, so even if the whole tweet is
treated as one utterance, POS tagging results will
not be strongly affected. However, when work-
ing with Facebook messages, we found several
long posts, with a high number of code alternation
points (6–8 alternation points are very common).

Automatic utterance boundary detection for so-
cial media text clearly demands separate solu-
tion mechanisms. In this work we have manually
marked the utterance boundaries, but see Read et
al. (2012) and López and Pardo (2015) for sugges-
tions for how to address the problem.
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6 Conclusion and Future Work

The paper has aimed to put the spotlight on
the issues that make code-mixed text challeng-
ing for language processing. We report work on
collecting, annotating, and measuring the com-
plexity of code-mixed English-Hindi social me-
dia text (Twitter and Facebook posts), as well
as experiments on automatic part-of-speech tag-
ging of these corpora, using both a coarse-grained
and a fine-grained tagset. Four machine learn-
ing algorithms were applied to the task (Condi-
tional Random Fields, Sequential Minimal Opti-
mization, Naïve Bayes, and Random Forests), and
compared to a language specific combination tag-
ger. The RF-based tagger performed best, but only
marginally better than the combination tagger and
the one based on CRFs.

There are several possible avenues that could be
further explored on NLP for code-mixed texts, for
example, transliteration, utterance boundary de-
tection, language identification, and parsing. We
are currently working on language modelling of
code-mixed text to recognize which language is
mixing into which. Language modelling has not
before been applied to code-mixed POS tagging,
but code-switched language models have previ-
ously been integrated into speech recognisers, al-
though mostly by naïvely interpolating between
monolingual models. Li and Funng (2014) instead
obtained a code-switched language model by com-
bining the matrix language model with a transla-
tion model from the matrix language to the mixed
language. In the future, we also wish to explore
language modelling on code-mixed text in order to
address the problems caused by unknown words.
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